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Abstract

Automatic identity verification is one of the most critical and research-demanding

areas. One of the most effective and reliable identity verification methods is using

unique human biological characteristics and biometrics. Among all types of biomet-

rics, palm print is recognized as one of the most accurate and reliable identity verifi-

cation methods. However, this biometrics domain also has several critical challenges:

image rotation, image displacement, change in image scaling, presence of noise in the

image due to devices, region of interest (ROI) detection, or user error. For this pur-

pose, a new method of identity verification based on median robust extended local

binary pattern (MRELBP) is introduced in this study. In this system, after normalizing

the images and extracting the ROI from the microscopic input image, the images

enter the feature extraction step with the MRELBP algorithm. Next, these features

are reduced by the dimensionality reduction step, and finally, feature vectors are clas-

sified using the k-nearest neighbor classifier. The microscopic images used in this

study were selected from IITD and CASIA data sets, and the identity verification rate

for these two data sets without challenge was 97.2% and 96.6%, respectively. In

addition, computed detection rates have been broadly stable against changes such as

salt-and-pepper noise up to 0.16, rotation up to 5�, displacement up to 6 pixels, and

scale change up to 94%.
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1 | BACKGROUND

Identifying individuals based on biometrics is one of the most urgent

and vital issues in many areas, including security and surveillance

(Saba, Haseeb, Ahmed, & Rehman, 2020). A wide range of individual

identification systems need to be identified and verified (Raza

et al., 2018; Rashid et al., 2020). For example, in security agencies, the

office attendance device, ATMs, and even computer systems have

been revealed the importance of identity verification more than

before. Biometric technology identifies people based on unique

human characteristics such as the face, iris, vessels, and palm print

(Fahad, Khan, Saba, Rehman, & Iqbal, 2018; Jamal, Hazim Alkawaz,

Rehman, & Saba, 2017; Rahim, Rehman, Kurniawan, & Saba, ). In

recent years, biometric technology with fingerprint features has been

widely used. Still, for some reasons such as finger surface moisture,

fingerprint degradation, and so on, it has always received severe criti-

cism (Saba, Rehman, Altameem, & Uddin, 2014b). In addition, multiple

biometrics such as fingerprints, faces and iris, palm vessels, and palm
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print, have been introduced (Ahmad, Sulong, Rehman, Alkawaz, &

Saba, 2014; Meethongjan, Dzulkifli, Rehman, Altameem, &

Saba, 2013). Still, recent studies show that palm print, one of the best

biometrics' features, can provide unique information about humans

for machines identification (Khan, Javed, Sharif, Saba, &

Rehman, 2019; Lung, Salam, Rehman, Rahim, & Saba, 2014). As with

other biometrics, palm prints are unique, stable, and unchanged over

time. Despite these advantages, palm print-based identity recognition

systems still face a significant challenge called improper alignment,

region of interest (ROI), in addition to noise-impacting images (Saba,

Rehman, Altameem, & Uddin, 2014b; Iqbal et al., 2019; Joudaki et al.,

2014). This may eventually lead to the loss of several pixels or alter

some of the image information. This may also be due to human error,

which is known as a common and inevitable challenge (Khan et al.,

2021). Due to insufficient knowledge of how to use the system, when

identifying, the users might put the hand on the scanner in a state

other than the standard defined. This unavoidable error reduces the

identification rate and disrupts the identification of some cases.

Therefore, using a resistant method to this challenge seems to be an

essential solution (Jabeen et al., 2018). Zhang, Wang, Huang, and

Zhang (2018) presented a new method of identity verification by

combining two features of weighted adaptive center symmetric local

binary pattern (WACSLBP) and weighted Sparse Representation-

Based Classification (WSRC). In their research, WACSLBP is used to

extract important features such as image edges and major palm print.

In this method, the CSLBP histogram is first removed from each sub-

block, then if the subblock attribute information is high, the histo-

gram will gain more weight and the subblock with less information

will be assigned less weight. Finally, the produced histogram contains

the most important information on the palm print image's edges,

major lines, and wrinkles.

Finally, in this study, to reduce the computational complexity of

the classification for the identification stage, the information differen-

tiated between the test sample and each training sample using the

Sparse Representation-based Classification weight structure of the

WSRC algorithm is employed (Iftikhar, et al., 2017; Nodehi et al.,

2014). The CASIA and PolyU data sets were used to evaluate the pro-

posed method and the test images were identified in ten inappropri-

ate image modes (CASIA Dataset). At the end of the study, a 98%

identity verification rate was reported, which is considered acceptable

about the challenges of the rate test images. Nonetheless, this

research could have been more comprehensive by applying important

challenges such as displacement, rotation and scale of research.

Rida, Herault, Marcialis, and Gasso (2019) examined the impact of

using ensemble classification based on data-driven features in their

research. The purpose of this study was to present a method of group

classification using the Random Subspace Method. This method relies

on the two-dimensional principal component analysis (2DPCA) non-

random technique and provides approximately distinct random sub-

sets. Thus, after calculating the data variance in two-dimensional

space, the first components are considered the strongest image infor-

mation and generated a subset of data. At this point, the attributes of

each subdomain are extracted using two-dimensional linear discrimi-

nant analysis (2DLDA). Then, in the classification section using a � 1

class the nearest neighborhood of these subsets is classified. At the

end, the identification is carried on using an identification method of

voting. The data used in this study were selected from the PolyU data

set, and the method presented on these images was evaluated in red,

green, blue, infrared, colored, and 2D bands. The results of this evalu-

ation of the test images show that in all of the mentioned challenges

except the 2D images, the detection accuracy was higher than 99%.

In the 2D images challenges, the test images were identified with 94%

accuracy. According to the obtained results, this is qualitative

research, although the method is very fast in terms of time complex-

ity, but the challenges posed in this research are far from the chal-

lenges in reality and therefore cannot be investigated, and from this

perspective, it cannot be known as comprehensive research.

Almaghtuf and Khelifi (2018) presented a method based on the

self-geometric relationship filter to improve the fit of points selected

by the scale-invariant feature transform (SIFT) algorithm. In this study,

due to the weakness of the SIFT algorithm in point matching, a geo-

metric filter to establish relationships between selected points and

compare the geometric patterns for identification has been used. In

the preprocessing section of the ROI, the full image is extracted. The

study is performed on the PolyU II data sets. Then, the images of the

other two data sets are presented as ROIs. Finally, the SIFT algorithm

is applied to the ROI from palm print images to extract key features in

the next step. However, their approach is based on Euclidean distance

that could not meet the challenges of this field.

For this reason, a central point filtering method is introduced in

response to this challenge. So that after selecting several points as the

central point at defined angles, the nearest points to the central point

are identified and connected to the central point. Multiple graphs are

created for each image, and finally, they will identify the central points

with regard to the points connected to them. Evaluation of this

method was carried out using three data sets IIT-Delhi, PolyU, and

THUPALMLAB. Their study might not be comprehensive despite the

good results since it has not addressed rotation, displacement, or

image scaling issues. El-Tarhouni, Boubchir, Elbendak, and Bouridane

(2019) presented an approach based on pyramid histogram orienta-

tion gradient and Pascal coefficients of local binary patterns to

improve the identity verification rate using palm print images. Their

research is composed of a few stages. In the first stage, only the Pas-

cal Coefficient Multiscale Local Binary Pattern (PCMLBP) descriptor

was used to extract the features to compare the primary method of

this study. Secondly, Pyramid Histogram Orientation Gradient

descriptor has been used along with PCMLBP. Using this descriptor

makes the proposed method resistant to light changes. Thirdly, PCA is

used to reduce the dimensionality of the feature vectors and finally

the random subspace LDA is used for classification.

The classification methods could be divided into two categories;

first, calculating the confidence values for each class, and second,

determining the class indicator whose test sample has reached the

maximum score in relation to the class (Rehman et al., 2021; Khan

et al., 2020). The image data set used in this study is PolyU, and the

images are analyzed in four red, green, blue, and infrared bands. Also,

the detection rate in the proposed method is over 99% across all four

bands. But what distinguishes this research from comprehensive
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research is that it does not evaluate any significant challenges and is

far from a real-world implementable system (Saba, 2020). Minaee and

Wang (2016) used a convolutional neural network and developed a

new way of identity verification. This research has tried to improve

the identity verification rate in palm print images by deep learning.

In the same way, after preprocessing the images, the feature of

the images is extracted using a scatter wavelet. The important thing

about using this descriptor is that it first has a lot of parameters that

include the degree, direction, and depth of the wavelet. The degree

and direction of the filters used in the algorithm were a very large set

of Gabor Violet filters. The wavelength was related to the dispersion

of the algorithm used in the proposed method. The first depth for this

algorithm worked much like the SIFT algorithm, and the second depth

acted like the directed sphere exclusion algorithm. Since the more

algorithms operated in their research, the larger and distinctive fea-

ture vectors were produced, so the algorithm's time complexity

increased. Finally, after a subsequent reduction step by PCA using

SVM classification, all the feature vectors had been classified and

identity verification had been obtained. This method has been evalu-

ated using PolyU data set images, and a 100% recognition rate has

been claimed. However, although this method has the highest possi-

bility of identification, no major challenge has been addressed in this

study to test the robustness of the approach against changes.

Fei et al. (2017) proposed a method based on local binary pat-

terns for identity verification with palm print imagery. They tried to

improve the algorithm detection of local binary patterns. In this study,

a local orientation binary model (LOBP) is introduced, in which Orien-

tation Binary Pattern (OBP) and Confidence Binary Pattern (CBP) sta-

tistical blocks are used to create a global high-speed descriptor. In

their method, the image is first divided into 16 � 16 nonoverlapping

blocks. The principal orientation, corresponding values, and confi-

dence are extracted for each block to obtain the OBP and CBP maps.

The OBP and CBP histograms are then calculated. The OBP and CBP

histograms are merged to create a global histogram, and the final fea-

ture vector is created. Finally, by adopting the distance calculation

system, identification is made. For evaluating the proposed method,

three data sets of PolyU, M Green, and IITD were used. The results

show that the proposed method outperforms the methods being

assessed and has been able to calculate the identity verification at

100%. However, this study has addressed no significant challenges,

which indicates that the study is incomplete. Mokni, Drira, and

Kherallah (2017) used contexture and geometric properties in their

study for calculating identity verification. This study presents a new

method for extracting major palm prints and a new geometric struc-

ture to analyze geometric shapes. In the geometric properties section,

the major palm print lines are extracted using three types of curves:

steerable and hysteresis filters. Then new curve lines are generated by

averaging operations of the curves. In the contexture properties sec-

tion, palm print image features are extracted using fractal analysis and

calculating fractal dimensions. The extracted features are merged at

the end of this section to improve identification accuracy in geometric

and contexture sections. At the end of this study, the data are catego-

rized by random forest based on geometrical, contexture, and merged

features, and the identification rate of each segment is calculated

separately. Three data sets of PolyU, CASIA, and IIT-Delhi were used

to evaluate the proposed method. The evaluation results show that

the identification rate with geometric properties is 93%, the contex-

ture features 96%, and the integration of the two features 98%.

Although this study yields acceptable results and confirms the effect

of integrating the results of different descriptors, it has not been eval-

uated in challenges such as rotation, transfer, and scale, which could

be a flaw for this research (Saba et al., 2014b).

Tamrakar and Khanna (2016) used a Resource Description Frame-

work (RDF) descriptor to investigate the identity verification of palm

print images in their study to provide a stable rotation and noise

method. The study used three data sets that extract the ROI of two

data sets from the image, which means that this study involves a

preprocessing step. In the feature extraction step, RDF descriptor is

used based on radon, dual-tree complex wavelets, Fourier transforms.

The integration of the properties of these three descriptors

strengthens the proposed method against rotation and noise. A dual-

tree complex wavelet is applied to the radon extraction angle in a

multi-resolution path since radon coefficients contain contexture

information from the image and after calculating the radon coeffi-

cients. Then, high-frequency coefficients are extracted to extract the

feature. Finally, applying the instant two-dimensional conversion elim-

inates circular transmission. Lastly, it should be noted that this method

is very stable compared to the conditions mentioned above.

In the end, the vectors are classified by the nearest neighborhood

cluster. The data used to evaluate this study are from the three data

sets PolyU, CASIA, and IIT-Delhi, and the results show that the pro-

posed method is relatively stable to rotation and noise. Still, funda-

mental challenges such as transitions and scales are not investigated

in the above study. Xu, Fei, and Zhang (2014) combined a fascinating

study of left and right palm print images to improve the identity verifi-

cation rate. This research has been implemented in three different

phases. The first two phases are about identity verification using left-

and right-hand images. The third phase is about identity verification

by combining the two hand identifications. Lastly, the final decision

phase of this research is about integrating left- and right-hand results,

and both hands are at the level of decision. In the preprocessing stage,

only the ROI of the hand is removed from the image. The extracted

features of this study are very comprehensive and use a wide range of

descriptors, including Gabor filter, Sparse Multiscale Competitive

Code (SMCC), derivatives of Gaussians, and Sparse Multiscale Com-

petitive Code, and are adapting SIFT, PCA, LDA, 2DLDA, and 2DPCA

algorithms.

Collaborative Representation-based Classification and Two-Phase

Test Sample Sparse Representation have been used, which can be

unreliable and have compared several categories to identify the best

method. The images used to evaluate the proposed method are from

both PolyU and IITD data sets, and the results show that the proposed

method has a very appropriate identification rate, but the only point

that can be considered as a flaw for this realization is the lack of

investigation of the proposed method with significant challenges such

as noise, rotation, and scale is observed on images. As mentioned

before, most of the research is implemented in a common format and

only performs the identification process in the most ideal way. But
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the world of reality is the world of error such as error in identifying

palm print, error in scanner, and malfunction. The existence of such

errors indicates the need to implement methods concerning such

errors. For example, an error in correctly identifying the ROI region by

the segmentation algorithm can result in the image generated from

the ROI region relative to the target image, with some rotation, trans-

fer, scale resizing, and so on (Khan et al., 2021).

On the other hand, the scanner has a technical problem and the

scanned images are noisy (Saba, Rehman, Al-Dhelaan, Al-Rodhaan,

2014). If all of the above are put together by human errors in using

security systems, what is certain is that the real situation is by no

means the ideal one (Sharif et al., 2019). This article's main purpose

is to define several unavoidable challenges in real systems to investi-

gate the robustness of the method presented in this study against

these changes. These challenges include noise, scale change, trans-

mission, and rotation. Figure 1 illustrates an example of these

challenges.

As shown in Figure 1, there are two types of changes in the

image. The first change is in the pixel brightness values, that is, by

rotating, moving, and resizing all pixel values and by applying a

large portion of the pixel brightness values. The second change is

the loss of a portion of the image lost by the challenge of transmit-

ting a portion of the pixels of the image border. Therefore, the pur-

pose of this study is to present a method that can generate distinct

feature vectors despite overall changes in the image to classify the

images into correct classes. For this purpose, in this study, we use

median robust extended local binary pattern (MRELBP; Liu

et al., 2016) to extract features from images. Instead of extracting

attributes from pixel values, this method uses a neighborhood area

to generate the attribute of each pixel. This causes changes in pixel

values to produce less change in the output of image feature vec-

tors, and the feature vectors have the required stability against

changes.

This research is further composed of four main sections. In

Section 2, the MRELBP algorithm is presented, and Section 3 presents

proposed method in detail. Section 4 exhibits results and discussion,

and finally, Section 5 concludes the research.

2 | THE MRELBP ALGORITHM

The RELBP algorithm is of three GRELBP, ARELBP, and MRELBP fam-

ilies (Liu et al., 2016). The difference among these three algorithms is

the type of filter used. If the GOSIN filter is used in the RELBP algo-

rithm, this is called the GRELBP algorithm. If the average filter is used

in the RELBP algorithm, this is called ARELBP algorithm, and if the

median filter is used in this algorithm, the generated algorithm is called

MRELBP. The RELBP algorithm behaves very similar to ELBP and con-

sists of three descriptors RELBP_CI, RELBP_NI, and RELBP_RD. The

only difference with ELBP is that instead of using a pixel in the com-

putation, it uses a block for analysis and for having a value of one par-

ticular unit of block, it uses three filters, namely, GOSIN, mean, and

median which are listed. This section will provide a detailed descrip-

tion of this algorithm.

F IGURE 1 (a) Image without challenge, (b) image with rotation challenge, (c) transition challenge image, (d) image with scale change challenge,
and (e) noise challenge image
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2.1 | RELBP_CI descriptor

This descriptor is calculated by Equations (1) and (2).

RELBP_CI xcð Þ¼ s ϕ Xc,ωð Þ�μωð Þ, ð1Þ

μ3 ¼
1
N

XN

c¼0

ϕ Xc,ωð Þ: ð2Þ

Figure 2 shows the block in which the central pixel is located and

is shown in gray in this Figure. Also, in Equation (2), μ3 represents the

average brightness of the block Xc,ωð Þ and ϕ Xc,ωð Þ applying one of the

filters to the block Xc,3ð Þ. The function S compares the desired block

with the specified threshold, such that if the value inside this function

is less than zero, the result of the whole function becomes zero, and if

the value inside this function is higher than zero, the result of the

whole function is 1 and multiplied in 2n. So, RELBP_CI xcð Þ for each

block can have only two values 0 or 1.

2.2 | RELBP_NI descriptor

This descriptor is calculated by Equations (2) and (3).

RELBP_NIr,p xcð Þ¼
Xp�1

n¼0

s ϕ Xr,p,ωr ,nð Þ�μr,p,ωr

� �
2n, ð3Þ

μr,p,ωr
¼1
p

Xp�1

n¼0

ϕ Xr,p,ωr ,nð Þ: ð4Þ

In Equations (3) and (4), r represents the neighborhood radius

and p the number of neighborhood blocks with the radius and dimen-

sions of the neighborhood block. Regarding identifying neighboring

blocks, these blocks are at angles similar to the ELBP method with

centering the Xc,ωð Þ and radius r located in the 2π=p aspects. Figure 2

shows the location of adjacent blocks. For example, and a summary

for this section, it should be noted that according to Figure 5,

RELBP_NI for a radius r2 equal to the LBP algorithm is applied to the

median (and also mean or Gaussian filter) of the blue blocks and are

considered as threshold values of the mean of the median of the blue

blocks.

2.3 | ELBP_RD descriptor

This descriptor is calculated using Equation (5).

RELBP_RDr,r�1,p,ωr ,ωr�1 xcð Þ¼
Xp�1

n¼0

s ϕ Xr,p,ωn ,n�ϕ Xr�1,p,ωr�1,nð Þ2n:ðð ð5Þ

As shown in Figure 3, the radial difference in the radius r, r�1,

and the number of p blocks are equal to the LBP algorithm applied

F IGURE 2 Algorithm works RELBP
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to the filtered radius r blocks which are equal to the threshold of

the filtered blocks r�1. Figure 3 shows how this descriptor is calcu-

lated. For example, the middle of the red block is reduced to the mid-

dle of the blue block and the LBP algorithm is applied to it. All

three categories of attributes are derived from the descriptors

described in the LBP codes. Therefore, it is possible to integrate

these features to produce more distinctive feature vectors (Liu,

Zhao, Long, Kuang, & Fieguth, 2012). The histogram is produced by

integrating the three descriptors RELBP_CI, RELBP_NI, and

RELBP_RD as the final image histogram is generated in the last step.

Figure 3 illustrates how to integrate the properties of these three

descriptors.

2.4 | Features extraction process

The features extraction methods reported in Section 1 are calcu-

lated on a radial difference layer and a neighborhood layer.

F IGURE 3 Results integration of three descriptors. CP, Central pixel; LBP, Local binary pattern; NP, Neighboring pixels; RD, Radial difference
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However, this study used four layers of neighbor and radial diver-

gence to extract the feature from the image(s) and apply filters on

the blocks using a median filter. Finally, the histograms generated

from each layer are generated by combining the histograms

RELBP_CI, RELBP_NI, and RELBP_RD and merging and producing

the final image feature vector. Figure 4 shows an overview of the

method of Liu et al. (2012).

3 | PROPOSED METHOD

The identity verification system introduced in this research is

based on a local feature extractor and a supervised classification.

Like many similar systems, the system consists of four stages:

palm print segmentation, feature extraction, feature selection, and

classification. Figure 5 shows the proposed method in the training

phase.

3.1 | Palm print area segmentation

In this study, images of two data sets (Kumar, 2008; Kumar &

Shekhar, 2010) IITD and CASIA (“CASIA data set”) were used. The

IITD data set images are provided as ROIs, and the images in this data

set do not need to be segmented. Still, the CASIA data set images are

raw and without any preprocessing, so processing the images in this

data set data requires a segmentation and ROI extraction step. There-

fore, Zhang et al.'s (2018) method is used to localize the images in this

data set. Figure 6 shows a sample of CASIA data set images before

and after segmentation.

3.2 | Features extraction

Unique features extraction is a critical stage in the whole process of

identity verification (Jadooki, Mohamad, Saba, Almazyad, &

F IGURE 4 Integrating the RELBP algorithm into four layers. CI, Central intensity; NI, Neighboring intensities; RD, Radial difference; RELPB,
Robust extended local binary pattern
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Rehman, 2017; Yousuf, Mehmood, Habib, et al., 2018). In the identifi-

cation process, feature extraction is one of the most sensitive and

challenging stages of research (Mittal et al., 2020; Saba, 2019; Saba,

Almazyad, & Rehman, ).

As mentioned in Subsection 2.4, generalized sustainable binary

patterns (MRELBP) were employed to extract the features. First, the

nonoverlapping images are divided into 16 blocks completely equal.

Then, the properties of RELBP_CI, RELBP_NI, and RELBP_RD are

extracted following Figure 4 for the pixels of each block in four

layers, and according to Figure 5, the features extracted by these

three descriptors are merged into the four layers described in

Section 2. This step is repeated for all 16 blocks, and finally, the

property of the 16 blocks is combined and the image property vec-

tor is generated.

3.3 | Features selection

Features selection is the process of selecting the most discriminative

features from selected features that could identify the object uniquely

(Sharif et al., 2019; Amin, Sharif, Raza, Saba, & Anjum, 2019). Scene

analysis and search using local features and support vector machine

for effective content-based image retrieval. Since the MRELBP

descriptor extracts image properties in multiple layers and internal

descriptors, generating a large volume of features for each image is

very natural (S. A. Khan, Nazir, et al., 2019). But it should be borne in

mind that many of the features produced do not contain useful and

distinctive information about the image (Harouni et al., 2014;

Neamah, Mohamad, Saba, & Rehman, 2014). Therefore, after

extracting the feature from the images, an essential feature selection

F IGURE 6 CASIA data set microscopic images: (a) before
fragmentation and (b) after segmenting and extracting the ROI area.
ROI, Region of interest

F IGURE 5 Proposed method in the training phase. CP, Central pixel; LBP, Local binary pattern; NP, Neighboring pixels; RD, Radial difference
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algorithm is performed on the generated feature vectors using the

PCA algorithm to reduce feature-length vectors and reduce computa-

tional and temporal complexity in the classification stage. Another

important point to note about PCA is that it eliminates the correlation

between attributes and enhances the differentiation of attribute vec-

tors of different classes, which ultimately improves the identification

rate (Rehman et al., 2020; Rehman, Alqahtani, Altameem, &

Saba, 2014).

3.4 | Classification

Following the production and improvement of feature images vectors

of training, it is time to identify the test feature vectors (Ramzan

et al., 2020). Figure 7 shows the block diagram of the classification of

test images.

The main purpose of this research is to identify individuals with

altered or damaged palm print images. In a clear sense, the images in

the training phase are without any challenges. Still, the identity of

these images or individuals must be tested with images that do not

meet the ideal conditions for training images. Thus, as shown in

Figure 7, the performance and efficiency of the proposed method are

tested with images subjected to challenges such as noise, scale

change, rotation, and transfer. In the remainder of this study, and in

Section 4, results of the proposed method's robustness against these

challenges are presented.

4 | EXPERIMENTAL RESULTS

In this section, the efficiency of the proposed method is evaluated

using CASIA and IITD data set images since the proposed method in

this study contains many parameters in the feature extraction and

classification section. First, the method parameters are described in

Table 1; this table provides a complete description of the three

methods compared. These parameters will be constant at all stages of

the test.

In the following section, we first describe the images data set

used in experiments, results, and comparisons of proposed approach

in state of art.

4.1 | Data sets

Benchmark data sets play an important role in evaluating the reported

techniques and their results comparison in state of the art (Rehman

et al., 2018; Rehman & Saba, 2011). Therefore, microscopic palm print

images of both IITD and CASIA data sets were used to evaluate the

F IGURE 7 Block diagram of the classification of the test images. KNN, K-nearest neighbor; MRELBP, median robust extended local binary
pattern; PCA, principal component analysis
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proposed method. Accordingly, the images of these two data sets are

divided into three sections. The first section contains images that

identify the best parameters in the proposed method descriptor and

classifier. The second part consists of instructional images that com-

prise 40% of the data set images, and the third is the images that the

proposed method is tested with. Table 2 shows the specifications of

both data sets.

4.2 | Test implementation hardware and software
platform

MATLAB R2017a simulates the proposed method on Windows

10 operating system, and the hardware platform used to simulate this

research is an Intel® Core ™ i5-8500 system with 8 GB of RAM, plus

16 GB of RAM from the SSD hard drive.

4.3 | Analysis and discussion

A few essential points should be noted in detail for the implementa-

tion of the proposed methods and the methods being evaluated. First,

a sampling of training and test images was random in all experiments.

Five images were selected from six images per hand for training. One

image was rotated, transposed, scaled, and applied noise to the image

and was randomly selected for the test. In the method proposed in

this paper, the set of images used in the experiments to identify the

best parameters is removed from the set of images of the original

experiments. The data sets used in these experiments for both data

sets were 600 images of 100 individuals (five images were taken from

each person for training and one image for the test). Then, the intro-

duced and compared method was repeated 10 times with random

sampling for the test and training set and recorded for each run of

identification accuracy. The accuracy of the identification recorded in

the results table is 10 times the average of these tests as well as tak-

ing into account the accuracy of identifying 10 times each test and

the 95% confidence interval of the confidence interval range of all

experiments (Saba et al., 2018). Tables 3–6 show the results of this

study.

Table 3 presents the results of image identification rates under

the influence of salt pepper noise in the range from 0 to 0.32. As can

be deduced from the results of this challenge, the detection rate is

not significantly affected by salt pepper noise, and when the noise

exceeds the range of 0.16, the detection rate decrease is more notice-

able. But consider Figure 2 to better understand the cause of this per-

sistence. It can be seen in this figure that first for a pixel, several

properties of neighboring radii are extracted; secondly, in each radius,

eight blocks are used to extract the properties, and thirdly, each block

is used as a threshold value for computation. The use of a middle filter

essentially makes any method resistant to noise (Saba et al., 2014a). In

addition, feature extraction from a relatively large area causes partial

damage to the area to have little effect on the quality of the proper-

ties extracted from the entire area. Figure 8 compares the identifica-

tion rates of the two data sets used in this study under noise

challenge.

Table 4 presents the results of the identification challenge with

the rotation challenge between 0 and 6�. As it can be seen, the pro-

posed method still has a relatively stable rotation. But the reason for

this stability is that the feature is extracted for a pixel in the four cir-

cles. Thus, to some extent, the rotation of the image only causes the

selected block areas to change slightly, which cannot significantly

impact the detection rate. Figure 9 compares the identification rates

of the two data sets used in this study under the influence of the rota-

tion challenge.

In Table 5, the proposed method results are compared with the

challenge of transmitting image pixels in the range from 0 to 12 pixels

in the x axis direction. The values obtained by calculating the

TABLE 1 Parameters' description in the methods

Method Specification

Proposed

method

• Neighborhoods used to extract the properties of

each pixel are four neighbors.

• The filter used in the RELBP algorithm is the

middle filter, so the method used is MRELBP.

• Neighborhood radii in the proposed method are 2,

4, 6, and 8.

• There are eight blocks in each neighborhood area,

so the center of the blocks is 45� from each other

relative to the central block.

• Neighborhood blocks are 2 pixels in diameter and

the remaining neighbors are 5 pixels.

• The neighborhood radius of the KNN class

is K = 1.

• In the noise challenge of this study, salt-and-

pepper noise test images were applied in the range

from 0 to 0.32.

• In the rotation challenge of this study, the test

images were evaluated in the range from 0 to 6�.
• To the detriment of this research criticism, the test

images move in the positive direction of the x axis

between 0 and 12 pixels.

• In the scale challenge of this study, the test images

will have a scale change from 0 to 12.

Abbreviations: KNN, K-nearest neighbor; MRELBP, median robust

extended local binary pattern.

TABLE 2 Specifications of the databases

Database

IITD
database

CASIA
database

No. of subjects 235 312

Number of still images per subject

(two hand)

14 More than 20

samples

Distance Variable Stable

Resolution 800 � 600 640 � 480

ROI resolution 150 � 150 200 � 200

Format .bmp .JPG

Abbreviation: ROI, Region of interest.
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TABLE 3 Identification results of the salt-and-pepper noise challenge

Noise level

0 0.02 0.04 0.08 0.16 0.32

Average IITD 97.2 97.45 97.55 97.20 96.85 87.65

IITD confidence interval 96.56–97.83 96.87–98.11 96.75–98.34 96.74–97.65 96.02–97.67 85.86–89.43

CASIA average 96.60 94.15 92.22 90.10 86.85 81.20

CASIA confidence interval 95.87–97.33 93.30–95.00 91.24–93.20 89.18–91.02 85.75–87.95 79.63–82.77

TABLE 4 Results of the spin challenge identification

Rotation rate

0 2 3 4 5 6

Average IITD 97.2 96.85 95.50 94.10 91.65 87.55

IITD confidence interval 97.83–96.56 97.50–96.19 96.48–94.51 94.93–93.26 93.04–90.25 89.36–85.73

CASIA average 96.60 95.96 93.70 92.20 89.11 86.15

CASIA confidence interval 95.87–97.33 95.15–96.77 92.75–94.65 91.16–93.24 88.03–90.19 84.80–87.50

TABLE 6 Results of scale challenge identification

Scale rate

0 2 3 6 9 12

Average IITD 97.2 97.45 96.95 94.25 86.10 54.25

IITD confidence interval 96.56–97.83 96.87–98.02 96.13–97.76 93.51–94.98 84.34–87.85 43.08–65.41

CASIA average 96.60 96.22 96.39 95.02 90.77 68.56

CASIA confidence interval 95.87–97.33 95.41–97.03 95.46–97.32 94.12–95.92 89.60–91.94 66.96–70.16

TABLE 5 Results of transition identification challenge

Transfer rate

0 1 3 6 9 12

Average IITD 97.2 96.90 96.55 95.70 90.70 82

IITD confidence interval 96.56–97.83 96.21–97.60 95.80–97.29 94.65–96.74 89.68–91.71 80.78–83.21

CASIA average 96.60 96.45 95.22 94.84 91.36 85.20

CASIA confidence interval 95.87–97.33 95.59–97.31 94.32–96.12 93.85–95.83 90.30–92.42 83.99–86.41

F IGURE 8 Comparison of IITD and CASIA data set identification rate comparison under noise challenge
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F IGURE 9 Comparison of IITD and CASIA data set identification rates under the rotation challenge

F IGURE 10 Comparison of IITD and CASIA data set identification rate under transition challenge

F IGURE 11 Comparison of IITD and CASIA data set identification rates under scale challenge
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detection rate of the proposed method in this challenge also indicate

the stability of the proposed method against image transfer. It can be

said that the stability of the proposed method is that only part of the

image margin is separated from the original image and the proposed

method extracts the necessary and distinctive attributes for each class

image from the remainder. Figure 10 compares the IITD and CASIA

data set identification rates under the transition challenge.

At the end of this section, the scale challenge results are pres-

ented in Table 6. This challenge shrinks the image of many of the tis-

sues in the image. But the proposed method still produces the

remaining texture vectors for each class with precise and distinctive

features, thus preventing a noticeable reduction in the identification

rate in the image. Figure 11 compares the IITD and CASIA data sets

identification rates under the scale challenge.

5 | CONCLUSION

In this paper, a new method for identity verification based on palm print

microscopic images is presented. In the proposed method, four critical

identity verification challenges were investigated by image angular

modification, image transfer, image scaling, and noise. A local descriptor

was used as MRELBP. Extracting features from a large area around the

pixels makes the method very stable against many issues, including the

earlier challenges. Following features extraction, the PCA is used to

reduce the dimension and the correlation of the feature vectors, all of

which ultimately led to the proposed system's stability against changes.

Finally, k-nearest neighbor classifier attained state-of-the-art 97.2%

and 96.6% identity verification accuracy without challenges on two

benchmark data sets IITD and CASIA, respectively.
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