
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/376756879

Explainable artificial intelligence to increase transparency for revolutionizing

healthcare ecosystem and the road ahead

Article  in  Network Modeling Analysis in Health Informatics and Bioinformatics · December 2023

DOI: 10.1007/s13721-023-00437-y

CITATIONS

3
READS

104

3 authors:

Sudipta Roy

143 PUBLICATIONS   2,498 CITATIONS   

SEE PROFILE

Debojyoti Pal

Government College of Engineering and Leather Technology

10 PUBLICATIONS   88 CITATIONS   

SEE PROFILE

Tanushree Meena

Indian Institute of Technology (Banaras Hindu University) Varanasi

16 PUBLICATIONS   183 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Sudipta Roy on 23 December 2023.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/376756879_Explainable_artificial_intelligence_to_increase_transparency_for_revolutionizing_healthcare_ecosystem_and_the_road_ahead?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/376756879_Explainable_artificial_intelligence_to_increase_transparency_for_revolutionizing_healthcare_ecosystem_and_the_road_ahead?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Sudipta-Roy-9?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Sudipta-Roy-9?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Sudipta-Roy-9?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Debojyoti-Pal?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Debojyoti-Pal?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Government_College_of_Engineering_and_Leather_Technology?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Debojyoti-Pal?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Tanushree-Meena?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Tanushree-Meena?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Indian_Institute_of_Technology_Banaras_Hindu_University_Varanasi?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Tanushree-Meena?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Sudipta-Roy-9?enrichId=rgreq-752d640e34d59b0d63b89173fbf13a38-XXX&enrichSource=Y292ZXJQYWdlOzM3Njc1Njg3OTtBUzoxMTQzMTI4MTIxNDAzMDg4MEAxNzAzMzMyMzQ0ODU0&el=1_x_10&_esc=publicationCoverPdf


Vol.:(0123456789)1 3

Network Modeling Analysis in Health Informatics and Bioinformatics            (2024) 13:4  
https://doi.org/10.1007/s13721-023-00437-y

REVIEW ARTICLE

Explainable artificial intelligence to increase transparency 
for revolutionizing healthcare ecosystem and the road ahead

Sudipta Roy1 · Debojyoti Pal1 · Tanushree Meena1 

Received: 25 July 2023 / Revised: 8 November 2023 / Accepted: 9 November 2023 
© The Author(s), under exclusive licence to Springer-Verlag GmbH Austria, part of Springer Nature 2023

Abstract
The integration of deep learning (DL) into co-clinical applications has generated substantial interest among researchers aim-
ing to enhance clinical decision support systems for various aspects of disease management, including detection, prediction, 
diagnosis, treatment, and therapy. However, the inherent opacity of DL methods has raised concerns within the healthcare 
community, particularly in high-risk or complex medical domains. There exists a significant gap in research and understand-
ing when it comes to elucidating and rendering transparent the inner workings of DL models applied to the analysis of medical 
images. While explainable artificial intelligence (XAI) has gained ground in diverse fields, including healthcare, numerous 
unexplored facets remain within the realm of medical imaging. To better understand the complexities of DL techniques, 
there is an urgent need for rapid advancement in the field of eXplainable DL (XDL) or eXplainable Artificial Intelligence 
(XAI). This would empower healthcare professionals to comprehend, assess, and contribute to decision-making processes 
before taking any actions. This viewpoint article conducts an extensive review of XAI and XDL, shedding light on methods 
for unveiling the “black-box” nature of DL. Additionally, it explores the adaptability of techniques originally designed for 
solving problems across diverse domains for addressing healthcare challenges. The article also delves into how physicians 
can interpret and comprehend data-driven technologies effectively. This comprehensive literature review serves as a valu-
able resource for scientists and medical practitioners, offering insights into both technical and clinical aspects. It assists in 
identifying methods to make XAI and XDL models more comprehensible, enabling wise model choices based on particular 
requirements and goals.

Keywords Artificial intelligence · Deep learning · Explainable AI · Medical image

1 Introduction

A substantial improvement has been made across multiple 
areas of medicine and healthcare using AI and DL in the past 
few decades in many multimodal images (Roy et al. 2022). 
However, many interdisciplinary medical imaging (MI) 
researchers are losing interest in using black-box AI and 
DL methods although DL is giving very high accuracy. In 
response to the difficulties of interpretation of black boxes to 

the co-clinical community, researchers are working toward 
XDL to make comfortable and high-risk use cases in MI 
(Roy et al. 2022; Meena and Roy 2022). The quantity of 
papers published in the XAI in MI related papers over the 
year from PubMed search is shown in Fig. 1.

The concept of explainability in its current state remains 
abstract, lacks a clear consensus, and is characterized by 
imprecision (Patrício et al. 2022). Considering this, the 
novel approaches to enhance the explainability of DL tech-
niques before being viable to utilize them in co-clinical use 
cases. In most of the previous research, the indirect analysis 
of the decision procedure of the existing model was primar-
ily focused. These methods were applied on random network 
model without having an extra modification to help their 
effectiveness in the initial days of XDL. However, the post 
hoc explainable approaches endure numerous shortcom-
ings considering the way of representation of explanations. 
Despite the recent popularity of diverse types of explainable 
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models, the existing surveys on the interpretability of the DL 
method for medical image analysis (MIA) have not carefully 
assessed the advancement that happened in this novel area 
(Patrício et al. 2022).

An extensive systematic review search was conducted 
regarding the explainability of the deep learning model in 
the field of medical imaging. This is a retrospective study 
that combines and interprets the acquired data. All arti-
cles were retrieved from PubMed, Elsevier, and radiology 
library databases. The keywords used to search the articles 
are the combination of the words like “Visual explanation 
in medical images”, B) After using the search key “Textual 
explanation in medical images”, C) After using the search 
key “Example-based explanation in medical images”, and 
D) After using the search key “Explanation AI in medi-
cal images” or “Textual explanation in medical images” or 

“Example-based explanation in medical images” or “Expla-
nation AI in medical images”. The search was conducted in 
March 2023.

The following key questions are answered in this review:

• What are existing techniques for explainability in medical 
imaging?

• How a black box can be interpreted?
• How does the interpretable model in radiology 

immensely help medical practitioners?
• What are the current challenges in the medical domain 

because of the black-box nature?
• What are the future research prospects in this field?

To point out these issues, we carefully studied recent 
work on XDL that were used in healthcare and mostly 

Fig. 1  Research articles published per year from 2005 on PubMed 
in XAI and MI related areas. A After using the search key “Visual 
explanation in medical images”, B After using the search key “Tex-
tual explanation in medical images”, C After using the search key 

“Example-based explanation in medical images”, D After using the 
search key “Explanation AI in medical images”, and E A schematic 
review (PRISMA) process for the study
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on MIA. In a specific way, this review has the following 
contributions:

• A comprehensive analysis, conclusion derived, uses, and 
major contribution of XDL in MI.

• The performance metrics frequently used in assessment 
XDL for pictorial and textual descriptions.

• The XDL methods for the superiority of the textual inter-
pretation in MIA.

• The forthcoming research possibility on XDL with a spe-
cial focus on medical images and related areas.

• The useability for XDL in medical images.

The overall organization of this study is shown in Fig. 2 
below.

1.1  Medical tasks of interest

The XDL methods develop the clarity of DL methods, which 
leads to further assurance in healthcare decision-making, 
and more tangible to adopt for clinical use. The benefit of 
XDL to healthcare professionals by gaining detailed insight 
into DL methods reaches the decision-making solutions 
using MI, as shown in Fig. 3.

The main objective of DL-based methods in medical and 
healthcare settings is to reach very high accuracy. The end 
user must trust, interpret, and indicate the user's response. In 
particular, the prototype should have accomplished adequate 
performance at their mission in a real-world clinical data set-
ting which may not be used during their training procedure 

(Giuste et al. 2022). The faith in the XDL method is essen-
tial, specifically when the visual response is provided to the 
operator on significant model prediction. The solution is 
not enough if the visualization does not properly reflect the 
decision-making. The decision can be helpful in treatment 
planning, monitoring, diagnostics, precision medicine, and 
critical care as well by recognizing the avenue of implemen-
tation if a detailed explanation is given.

1.2  Interpretability approaches

There are many options to develop an XAI framework. One 
possible technical skeleton of XAI is shown in Fig. 4. This 
comprises of two parts: in part 1, the methodological imple-
mentation of DL to achieve the targets, and in part 2, the 
explainable blocks of each module and/or layer (Giuste et al. 
2022).

The images are forward transmitted through a convolu-
tional neural network (CNN) generated convolutional feature 
maps (FM) and other traditional computer model from a 
given input image and passing over a job implicit computa-
tion to find the desired decision-making system (Xing et al. 
2022a, b; Meena and Sarawadekar 2023; Roy et al. 2017b; 
Meswal et al. 2023). Then, the output would be shown to 
healthcare specialists to review the outcomes and request a 
clarification if necessary (Zeineldin et al. 2022a). Finally, 
a visual explanation block needs to be provided to under-
stand the effects of DL networks in each layer of the final 
output. This could be used as a state-of-the-art (SOTA) XAI 
pipeline.

Fig. 2  The overall structure of paper in the tree diagram
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In recent years, the traditional way of precision diag-
nostics is rapidly using various imaging like X-ray, CT 
scan, MRI, PET, and pathological imaging to make the 
clinician easier to evaluate tons of images (Roy and Shoghi 
2019; Roy and Bandyopadhyay 2016). The automation 
of clinical decision support (CDS) systems outperforms 
the traditional models, but widespread adaption is still 

a barrier due to the lack of explainability. In the frame-
work of estimation of results, the XDL-supported diag-
nosis via medical images is extremely needed to remove 
the risk (Zeineldin et al. 2022a). The most common XDL 
approach in outcome projection using traditional super-
vised machine learning is the feature scoring (FS) inter-
pretation techniques such as saliency, and feature attri-
bution (FA) could be used as evidence-supporting tools 

Training 
data

XA
I

AI

Model 
performance 

AI/ML scientist point of view

XA
I

AI

Co-clinical 
Sample data

Explanation 
and 

Feedback

• How to improve accuracy ?

• Interpretation in decision 
making systems.

• Is this trustable model ?

• Evidence of prediction
• Clinical feedback
• User trust.

Co-clinical point of view

Fig. 3  The clinician’s advantage using XAI/XDL after having understanding into the models to grasp the results. The XAI helps to upsurge the 
transparency of automated representations to make more assured decisions (Giuste et al. 2022)

Fig. 4  The pipeline of Neu-
roXAI framework (Zeineldin 
et al. 2022a)

CNNInput Image
Radiological 

task

Classification

Segmentation

Visual explanation Decision

Features Maps

Table 1  Overview of different 
XAI approaches

Model Typical feature scoring

Perturbation • Identifies the difference between the input and reference image of the model result
• The area is considered the correct label if the ablation of the area results in a change

Activation The activation approach identifies the region with the highest neuron activation on the for-
ward pass for the specific model

Gradient Features having the highest effect on gradients throughout backward loss
Mixed Gradients measured on the backward pass to upsurge activation-based resolution
Attention • Learn important regions during the training to custom attention map in the ultimate model

• Class explicit features optimization in training to emphasize attention
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specifically, given input, to know the importance of scores. 
The typical FS is classified as perturbation, activation, gra-
dient, combination of both activation and gradient, and 
attention approaches, and their corresponding schematic 
(Giuste et al. 2022) is shown in Table 1.

1.3  Promotion of the explainable AI

The first question that comes to our mind is whether XDL 
based method capable of fulfilling the healthcare commu-
nity requirements in MI? The question comes to our mind 
due to the invisible, difficult-to-understand, and data-driven 
approach by DL methods (Pal et al. 2022). Another ques-
tion comes to our mind about the capability of DL tools as 
reliable outcomes, as they are often impenetrable, and not 
fully understandable and that makes it difficult to get reli-
able decision-making outcomes. In that scenario, XDL along 
with trustworthiness, responsibility, privacy preservation, 
and validity could help the wide-scale application of XDL in 
healthcare decision-making. This would enable researchers 

and policymakers to make informed decisions regarding 
precision for widespread clinical use (Yanga et al. 2021).

The foundation of the progression of the decision system 
with both clinical level XDL and methodological XDL could 
be well addressed by the trustable, reproducibility, privacy, 
responsibility, and explainable (see in Fig. 5) to participate 
in the ethical level into design level operation. One high-
level pathway toward XDL by the European Union is shown 
in Fig. 5.

Similarly, the United States Défense Research Project 
Agency decided to work on the new research effort by target-
ing more explainability in the DL models (see next Fig. 6). 
The XDL is a robust area with many studies going on in 
promising and numerous original plans developing that cre-
ate a massive influence on DL expansion in multiple ways 
(see in Fig. 6).

The XDL aims to examine the decision-making process 
and evaluate its strengths and weaknesses, as well as pro-
pose an approach for future use. The XAI should enable 
researchers to comprehend the underlying insights of AI-
based methods in healthcare by providing explanations 
for how these methods achieve their outcomes. To achieve 
greater visibility and trustworthiness, a suggested module 
of the XAI model has been added to the existing model, as 
depicted in Fig. 6. It is crucial to evaluate both generalizabil-
ity and human experience to achieve a validated prediction. 
Without interpretable surrogate unit addition, deep learning 
may cause anxiety among operators and reduce the usabil-
ity of the sophisticated model. The model should explain 
the question about the “reason of output(s)”, “reliability 
and trust-ability of the model”, “when it could success and 
fail”, and “rectification of error”. A typical feedback loop is 
needed for further XAI advancement which contains each 
stage from train, quality assurance, deploy, forecast, cross-
validation, debug and monitoring, and these seven steps is 
shown in Fig. 7.

Trustable AI

Fair

Responsible 
AI

Privacy

XAI

Fig. 5  The Venn diagram of trustable XAI (Yanga et al. 2021)

Training Data Learning Process Prediction Output

Testing Data

Model 
Build

Explainable factor

Transparent 
and 

Trustworthy
AI 

Fig. 6  The block diagram of schema of the explainable alternate module to accomplish a transparent and trustworthy model (Yanga et al. 2021)
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There are different types of XAIs used in the in research, 
technology, innovation, public, and policy debates. The first 
option is interpretable in AI technology point of view, the 
second option is explainable that offers explanation for wide 
range of users for decision-making system, the third option 
is transparency which assess the accessibility of the model, 
the fourth option is Justifiability to increase the understand-
ability of case-to-case outcome, and contestability to allow 
arguments against the decision. In traditional AI-based 
method (Roy et al. 2020), the expandability decreases with 
the increase of model performance. The typical figure of the 
XAI exploitability Vs. performance.

2  Typical XAI framework

The main XAI model can be divided based on model-based 
versus (vs.) post hoc, model specific vs. model agnostic, and 
global vs. local explanation tasks. The complete structure 
of these three principles was designed from a surveys paper 
(Velden et al. 2022a) and is shown in Fig. 8.

2.1  Model based vs. post hoc

Model-based explanation models encompass regression and 
traditional classifiers. These models are designed to repre-
sent the correlation between input and output in a straight-
forward manner, making them easy to comprehend (Velden 
et al. 2022a). With a limited number of features, healthcare 
professionals can readily interpret the model’s insights. 
However, deep learning utilizes complex neural networks 
with numerous hidden layers and dense weights, making 
it challenging for developers and users to track and predict 
the reasoning behind decision-making. Post hoc trains a DL 
and consequently make an attempt to clarify the actions to 
explore black-box nature network to be explainable. Learn-
ing the relationship of the insight model in a lucid and sim-
ple manner is very important. Many recent methods include 
post hoc explanation like interaction, importance, learned 
and relationship of the features, and step by step saliency 
maps in their XAI models (Velden et al. 2022a). The first 
distinction of model-based vs. post hoc explanation (Fig. 8).

2.2  Model specific vs. agnostic

Model specific explanation generally use features that are 
very specific to a particular type of DL network and mostly 
limited to particular classes. Model based is a model-spe-
cific explanation method (Adadi and Berrada 2018), but the 
reverse is not necessarily true. A saliency mapping technique 
is not model-based explanation method for a few classes of 
CNNs, but they are (Velden et al. 2022a) post hoc.

Model agnostic is completely self-determining in the 
selection of network types, and it works only on the I/O 
of the net. By changing the input, the operator can inspect 
the change in the result of net in terms of explanation. By 
default, this agnostic is a post hoc model in nature. The 
scope of clarification separates between an explanation for 
a global vs. a local for this model-specific and agnostic’s 
model.

A global explanation is a dataset-wide interpretation that 
provides overarching insights learned by a deep learning 
model. This type of explanation calculates the importance 

Fig. 7  A typical XAI feedback 
loop development for clinical 
practice (Yanga et al. 2021)

XAI

Training Evaluation and 
Testing Model building A/B testing

Decision 
support system

Transparent and 
Trustworthiness Debug Feedback

citsongaledoM
cificepsledoM

Model based Post hoc

• Example based XAI
• Perturbation visual 

XAI
• Textual XAI

• Gradient based 
visual XAI

• Example based 
XAI

• Textual XAI

• Gradient based 
visual XAI

*Underline method can be global or local both and bold are only local. 

Fig. 8  The explainable AI structure under global and local model
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of each contributing feature across the entire dataset. For 
instance, a global explanation may reveal how high blood 
pressure (BP) is potentially related to a cardiac incident or 
identify the significant features learned by a DL network 
for a particular event, along with visualizations of the cor-
responding features. (Olah et al. 2017).

A local explanation pertains to the interpretation of a sin-
gle input, such as a particular individual’s risk for a cardiac 
incident. For instance, a local explanation can provide an 
understanding of why BP is critical to the risk of cardiac 
arrest for a specific patient. In contrast, a global explanation 
depicts the relationship between BP and cardiac risk across 
the entire dataset. It highlights the significance of BP as a 
contributing feature to the likelihood of cardiac incidents, 
but it does not provide insights into the unique characteris-
tics of individual patients.

2.3  Attribution based

Recent papers use attribution approaches for explaining 
DL network in precision diagnostics (Singh et al. 2020). 
The DL practitioners can use readily available tools and 

focus on the incremental developments to generate bet-
ter understanding explanations model. The difficulty of 
transmission value of attribution to each input feature of a 
net led to the implementation of various techniques. Few 
examples of the visualization of attribution maps for mul-
tiple images is shown in Fig. 9. The positively and nega-
tively influenced features to the target neurons are usually 
marked with different colors to identify the contributing 
features. The frequently used attribution methods like 
DeepTaylor (Montavon et al. 2017), DeepExplain (Ancona 
et al. 2017), LIFT, and Deep SHapley Additive eXplana-
tions (SHAP) offer only positive facts that suitable for a 
specific set of responsibilities. The attribution techniques 
could be very helpful for unboxing the CNN-DL without 
major alterations.

3  XAI in MIA

In this section, the XAI procedures in practice used in 
MIA by computer vision (CV) and DL method is dis-
cussed. The XAI methods have been categorized into 3 

Fig. 9  Different types of XAI 
(GBP, CAM, Grad-CAM, Score 
CAM, and TA) used in MIA. 
The focused region are visual-
ized in major cases

PE
T

Input Image              GBP                   CAM              Grad CAM       Score CAM             TA 
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types: visual based, textual based, and example based; 
where each approach is graded as per the perspective of 
model-based, model-specific, model-agnostic, post hoc, 
global, and local explanation and their possible combina-
tions (Fig. 8) (Velden et al. 2022a). The outline of regu-
larly used methods and their families corresponding to the 
categorization defined is shown in Table 2.

3.1  Visual explanation

Saliency mapping (SM) is very popular form of visual 
explanation of XAI in MIA and shown in (Fig. 8). The SM 
exhibits the most significant components of image to under-
stand the decision-making procedure. Major chunks of SM 
methods use backpropagation approaches, but few of SM 
also uses perturbation-based approaches. A distribution of 
recent work in medical images (MI) using SM is displayed 
in Table 2.

3.1.1  Guided backpropagation and deconvolution

Some of the most basic procedures to generate SM empha-
sized pixels and/or voxels that gave maximum effect on 
the output generation or testing. Examples consist of visu-
alization of partial derivatives of the output on pixel level, 

deconvolution, and guided backpropagation (Springenberg 
et al. 1412). These methods providing specific to model, 
local, post hoc clarification.

3.1.2  Perturbation‑based approaches

3.1.2.1 LIME The LIME (Ribeiro et  al. 2016) offers local 
interpretability by dividing a complicated model in multiple 
smaller simpler versions like estimating a CNN. In technical 
term, the results of complicated model altered by perturbing 
the input image. The LIME utilizes the easier DL model 
to understand the planning between the perturbed I/P and 
altered in O/P. In images, the perturbations using super reso-
lution was integrated without individual pixels to show the 
critical region for interpreting a DL technique. The LIME is 
used by many research scholars to show the interpretability 
of MIA. For example, used a LIME based method was used 
(Malhi et al. 2019) to explain areas that have bloody regions 
in gastral endoscopy images.

3.1.2.2 Meaningful perturbation Fong and Vedaldi (2017) 
detects variations in the projections of DL network from 
perturbed the input image. Initially, it was not useful for 
medical images but later on, simulating naturalistic was 
used to zoom more important perturbations, and subse-

Table 2  The XAI procedures 
used in MIA
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quently to more important explanations. The local pertur-
bations, like a steady value, degradation, noise, resolution, 
quality, and blurring was also used to make it robust and 
useful for the MI purpose as medical images are tends to 
have effect of noise and low resolution. For example, the 
perturbations by variational autoencoder (VAE) identify 
the pathological sections in various imaging studies such as 
pathology consisted of intraretinal fluid from optical coher-
ence tomography (OCT) of eye, and pathology comprised of 
stroke lesions from MRI of the brain.

3.1.2.3 Prediction difference analysis (PDA) Zintgraf et al. 
2017) produces saliency maps using adaptive PDA tech-
niques. They determine how the likelihood change over on 
the different analysis that contribute to the estimate even for 
unknown pixels. In recent days, multiple scales super voxel 
PDA is using (Seo et  al. 2019) SM generation to deliver 
explanation. The saliency maps were used to clarify the 
informative regions for classifier to differentiate between 
normal patients and having Alzheimer’s patients.

3.1.3  Multi‑instance learning

Is used for expandability visualization techniques. The train-
ing sets contain of bags of occurrences, where patches from 
that image correspond to the occurrences. These bags are 
labeled, but not the occurrences. In explainable MIA, instant 
based learning approach are used to determine the particular 
occurrences in the bag that are accountable for the classi-
fication. For example, in recent time instant learning-based 
explainable method was used to locate serious findings from 
X-ray (Schwab et al. 2020) of chest. The forecasts were cov-
ered on the source image to visualize important areas of the 
classifier based on its decision. Later on, multiple instances 
were used to visually explain the important area diabetic 
retinopathy grade from a fundus image.

3.2  CAM

The CAM is a weighted summation of visual shapes pres-
ence at different spatial position. In practice, CAM is 
replaced at the end of CNNs using global average pooling 
on each layer of the DL network. This CAM offers all local, 
post hoc and model-specific interpretation. The computer 
scientist used CAMs in MI and MIA in ensemble of CNN. 
For example, an ensemble of Inception, and ResNet (Jiang 
et al. 2019) was made to observe the healthy fundus images 
with moderate diabetic retinopathy (DR) to serious diabetic 
retinopathy (DR). Multi scale CAMs was proposed as medi-
cal images (MI) often contain multiple scales information. 
Some researchers point out that the CAMs are extremely 
accurate at high resolution by highlighting proper location 
in endoscopy images.

3.2.1  Grad‑CAM

Gradient-weighted CAM (called Grad-CAM) (Selvaraju 
et al. 2017) is a simplified version of CAM expandability. 
The CAM explicitly needs global average pooling (GAP) 
and the Grad-CAM needs CNN to generate post hoc local 
explanation. An extension version of grad CAM was devel-
oped between guided backpropagation and Grad-CAM using 
element wise multiplication, and this is known is guided 
grad CAM. All these CAMs are now being used by MIA 
researchers to show the exploitability and interpretability of 
the model. For example, small bowel enteropathies on his-
tology (Kowsari et al. 2020) and presence of a brain tumor 
from MRI were shown in the present study (Windisch et al. 
2020) using the grad CAMs.

3.3  LRP

The LRP iteratively backpropagates its DL output (typically 
class between 0 and 1) in each iteration and LRP sends an 
importance score to every input neuron from its immedi-
ate layers. As per the law of conservation, these importance 
scores must be equal with the total importance score of its 
foundation neuron. For example, LRP was used for detect-
ing locations that are accountable for Alzheimer’s disorder 
from brain magnetic resonance images (Böhle et al. 2019; 
Roy et al. 2017a) They found LRP-guided backpropagation 
was better in identifying regions of Alzheimer’s compared 
to saliency maps.

3.4  Deep SHapley Additive eXplanations (deep 
SHAP)

The Deep SHAP taken a notion of Shapley values from game 
theory, where Shapley values define the trivial influence of 
every feature to reach decision (Ho et al. 2021). Deep Shap-
ley is a versatile method for interpreting the predictions of 
complex machine learning models, as it is not limited to any 
particular type of model architecture. This model-agnostic 
approach is made possible by a unified framework that can 
handle a wide variety of models, including convolutional 
neural networks, recurrent neural networks, and transform-
ers. Moreover, Deep Shapley provides a measure of uncer-
tainty for each Shapley value, which is crucial for assess-
ing the reliability of the interpretation. However, Shapley 
values require consideration of many different transforma-
tions, which can make the computation of Shapley values 
resource-intensive. To address this, a faster Deep Shapley 
technique was proposed specifically for estimating the Shap-
ley values for convolutional neural networks. Deep Shapley 
is widely used to identify the specific parts of an image that 
have a positive or negative contribution to a decision-mak-
ing system. This makes it an invaluable tool for identifying 
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and understanding the features that are most important for a 
given task (Velden et al. 2022b).

3.5  Trainable attention (TA)

This TA technique emphasized where and what fraction 
the DL pays interest to the input images for prediction and 
classification. The Trainable attention also further expand 
important areas and suppress the inappropriate areas of the 
images. A grid TA was introduced in MI (Schlemper et al. 
2019) to capture the functional information of image. The 
attention coefficients of DL network were used to describe 
the focused areas of the image. This method can be used for 
various DL net like UNET and different variation of VGG 
with very high performance.

3.6  Textual explanation

Textual explanations include comparatively straightforward 
characteristics. There are mainly 2 categories of textual XAI 
methods: image captioning (IC) and testing with concept 
attribution vectors (TCAV).

3.6.1  The textual explanation was suggested 
by an end‑to‑end IC structure in Singh et al. (2019)

They (Singh et al. 2019) have utilized human generated sen-
tences as a reference for training purpose, and the precision 
of word N-grams metric for evaluation. An image captioning 
method for explainable purpose was used (Singh et al. 2019) 
on chest X-rays data set. As expected, higher accuracy was 
achieved in the generated radiology report when both radiol-
ogy variant global vectors and global vectors were used to 
train the LSTM DL network instead of just global vectors.

3.6.2  TCAV

Offer high-level explainable vision to human (Kim et al. 
2019). The testing with TCAV procedure works on user-
specific sets of examples. The TCAV evaluate the sensitivity 
and specificity of a pretrained model to such ideas using 
CAV. The practicability of TCAV on a MIA is to relating 
doctor annotations with the automation annotation such as 
chest X-ray, and cardiac disease (Clough et al. 2019) by clas-
sifying the latent space.

3.7  Example based

The example-based explanation (Velden et al. 2022a) gives 
examples involving the previous data points that are cur-
rently being studied. For example, tumor biopsy of a patient 
may have some resemblance with the previous patient 

analyzed by the medical practitioner. The previous knowl-
edge will help to enhance the clinical decision and the simi-
lar things happened when we explain DL network to came 
to a decision. The example-based interpretability optimizes 
number of hidden layers in DL network that have similar fea-
tures to each other’s layers in the latent space. The following 
are some examples based explainable network:

3.7.1  Triplet network

A triplet network is an example-based interpretable tech-
nique that comprises of three similar networks with mutual 
parameters. The network computes two values consist of 
the L2 spaces between the representations in latent space 
of these input samples by supplying 3 input samples. This 
allows unsupervised assessment of samples after learning of 
useful representations from the latent space. The study on 
colorectal cancer histology (Peng et al. 2019) used a novel 
approach for explaining the decision-making process of a 
neural network. By analyzing similar images, the network 
was able to make a decision, and the researchers provided a 
visual explanation similar to CAM. This method was later 
applied to other medical imaging fields, including radiol-
ogy, pathology, and cardiovascular imaging. Additionally, 
the researchers introduced query and search activation maps, 
which allow for the extraction of features that are relevant to 
explainability, based on lesion embeddings. This approach 
provides a more comprehensive and interpretable explana-
tion of the neural network's decision-making process and can 
help identify important features for diagnosis and treatment.

3.7.2  Influence functions

An influence functions can be implemented to give explana-
tion on the important and non-important features based on 
the decision made using a DL network (Roy and Bandyopad-
hyay 2013). So that the authors could examine what would 
happen if a training set were not available or altered. This 
implementation of IF is like SHAP, both allow inexpensive 
computation for significance feature selection.

4  Evaluation of XAI methods

In any computer science applications, quantitative and quali-
tative validation plays a vital role to measure the perfor-
mance of XAI model. A professional healthcare professional 
should evaluate the attention map created to distinguishes 
highly diagnostic importance region of an image. In general 
process to evaluate XAI from model-based and healthcare 
perspectives is given in in Fig. 10. For example, healthcare 
practitioners can be inquired to distinguish among the cases 
that involved clinical images and those images with visual 
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explanation. However, managing such findings are costly 
and time consuming, especially for medical images (Giuste 
et al. 2022). The concept of the occlusion (Zeiler and Fer-
gus 2014) was first conducted on input images, where gray 
square using DL was systematically included in the images. 
Another procedure of pixel flipping can also be applied for 
the evaluation for the features importance interpretation 
method. On the other hand, Randomized Input Sampling 
for Explanation (RISE) (Petsiuk et al. 1806), could be very 
much useful for the perturb method. Apart from these stud-
ies, R2 for global surrogate model, could also be helpful to 
assess the model explainability. An adversarial attack can 
also be introduced (Lin et al. 2019) to estimate the strength 
of explainability of XAI to detect if their backdoor triggers 
present or not. Researchers also used saliency map output 
using intersection over union, recovery rate, and difference 
quantifiable method (Table 3). 

5  Applications

The major work in summarized manner of XAI applied in 
MI are shown in Table 4.

6  Arguments for and against of XAI

The XAI methods are not error free like other techniques. 
In this section, we will discuss about pros and cons, and 
their several opportunities. We have chosen the following 
key characteristics to discuss for and against several XAI.

6.1  Ease of use

The post hoc agnostic XAI gets the highest rank in ease-of-
use characteristics, and usually comprise of perturbation-
centered visual explainability. These procedures could be 
used as a ‘plug-and-play’ on any DL network to deliver a 
visual clarification. This post hoc-based procedures usually 
have lowest level of ease of use as justifications are inserted 
within the design of DL network.

6.2  Validity

The validity is defined by the end users based on the expla-
nation accuracy. In recent days, a visual explanation (Arun 
et al. 2008) was used to detect the pneumothorax and cor-
responding localization. The Grad-CAM demonstrated the 
highest validity compared to other three: backpropagation 
(BP), guided BP, and guided Grad-CAM that shown on the 
radiograph work. When it comes to textual explanation in 
XAI, the validity of experiments is determined by how well 
the explanation aligns with the referenced text. On the other 
hand, in example-based XAI, the validity of experiments 
is assessed by evaluating relevant characteristics against 
clinicopathological patient characteristics. However, there 
have been relatively fewer rigorous experiments conducted 
on textual and example-based validation, compared to visual 
explanation. Despite this, more research has been conducted 
on visual explanation in XAI, as it is often more intuitive 
and easier to understand for users. This has led to the devel-
opment of various visual explanation methods that can help 
improve the interpretability and transparency of machine 
learning models.

6.3  Robustness

The robustness of XAI is evaluated by modifying some 
attributes of DL framework purposely and the determining 
the impact of these alterations to the given explanation. In 
general, parameter and data randomization tests are used 
with visual explanation comparisons from a trained deep 
CNN with a random initialized untrained deep CNN on 
the same framework. If the two interpretations differ sig-
nificantly, then the visual explanation is considered vulner-
able to the attributes and parameters of the Deep CNN. For 
instance, in a study on Alzheimer's disease classification 
from MRI brain scans, researchers assessed the robustness 
of visual interpretation by using guided backpropagation, 
layer-wise significance, and occlusion sensitivity over mul-
tiple training runs. Among these methods, layer-wise and 
guided backpropagation produced the most consistent visual 
interpretations (Arun et al. 2008; Kraus et al. 2021). This 
approach can help ensure that the XAI method is reliable and 

Evaluation of Performance 

Consistency Interpretability

Robustness

Completeness

Preciseness  

Generalizability

Lucidity

Directness

Fig. 10  Evaluation of model explainability. The presentation trans-
parency, easiness and generalizability are the important criteria for 
the evaluation (Giuste et al. 2022)
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Table 3  Research contribution in XAI on different body part

Organ References Technique Modality Contribution

Bone Pierson et al. (2021) CAM X-ray The goal of the model is to use X-ray images 
to forecast the level of knee injury and the 
amount of pain experienced

Fu et al. (2021) Attention CT The study introduces a multimodal spatial 
attention module (MSAM). It uses an 
attention mechanism to focus on the area of 
interest

Chest Fan et al. (2022) Grad-CAM Ultrasound The paper proposes a semi-supervised model 
based on attention mechanism and disen-
tangled. It then uses Grad-CAM to improve 
model’s explainable

Lu et al. (2022) Grad-CAM CT It proposes a neighboring aware graph neural 
network (NAGNN) for COVID-19 detection 
based on chest CT images

Moncada-Torres et al. (2021) SHAP CT In this paper, it compares the performance of 
different ML methods (RSFs, SSVMs, and 
XGB and CPH regression) and uses SHAP 
value to interpret the models

Abeyagunasekera et al. (2022) LIME, SHAP X-ray The study proposes a unified pipeline to 
improve explainability for CNN using multi-
ple XAI methods

Lung Born et al. (2021) CAM Ultrasound, X-ray It uses three kinds of lung ultrasound images 
as datasets, and two networks, VGG-16 
and VGG-CAM, to classify three kinds of 
pneumonia

Jia et al. (2021) CAM X-ray, CT The study improves two models, one of them 
based on MobileNet to classify COVID-19 
CXR images, the other one is ResNet for CT 
image classification

Song et al. (2021) CAM CT It selects healthy and COVID-19 patient’s data 
for training DRE-Net model

Wang et al. (2021b) Grad-CAM CT It proposes a method of deep feature fusion. It 
achieves better performance than the single 
use of CNN

Wang et al. (2021c) Grad-CAM X-ray It provides a computer-aided detection, which 
is composed of the Discrimination-DL and 
the Localization-DL, and uses Grad-CAM to 
locate abnormal areas in the image

Wu et al. (2021) Grad-CAM CT It shows a classifier based on the Res2Net 
network. The study uses Activation Mapping 
to increase the interpretability of the overall 
Joint Classification and Segmentation system

Haghanifar et al. (2022) Grad-CAM, LIME X-ray This work provides a COVID-19 X-ray data-
set, and proposes a COVID-CXNet based on 
CheXNet using transfer learning

Punn and Agarwal (2021) Grad-CAM, LIME X-ray, CT It compares five DL models and uses the visu-
alization method to explain NASNetLarge

Alsinglawi et al. (2022) SHAP Electronic Health Record The study introduces a predictive length of 
stay framework to deal with imbalanced 
EHR datasets

Duell et al. (2021) SHAP, LIME, Scoped Rules Electronic Health Record The study provides a comparison among three 
feature-based XAI techniques on EHR data-
set. The results show that the use of these 
techniques cannot replace human experts
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can provide accurate and consistent explanations even in the 
face of changes or variations in the DL framework or dataset.

6.4  Computational cost

The computing cost is considered as per time and space 
requirements to execute the program and or algorithms. The 
model prognostics explainable methods are costlier in general 
among all other method. The BP-based methods usually get a 
single pass back through the DL framework is comparatively 
faster for visual explanation, whereas rigorous perturbation 
of inputs medical images to quantify the impact of perturba-
tions on the outcome. The computation cost of post hoc textual 
TCAV and example-based have not been explored much yet.

6.5  Necessity of fine‑tuning

Major explainable work must be fine-tuned before use as 
they are sensitive toward application. For example, the exact 
layer is needed to examine the activation of Grad-CAM based 
explainable method and this part could be modified by the 
programmer themselves. In another example, one requires to 
decide samples from the training data to compute the back-
ground signal in SHAP. In significant perturbation, the user 
must define the kind of perturbation procedure is considered 
for the best. The description of influence functions is required 
is to be quantify the textual part for post hoc method.

6.6  Open‑source availability

The source code of major explainable AI methods is acces-
sible in the open-source forum. There are many techniques 
also executed in captum.ai like XAI packages.

7  Discussion

The AI method has remarkable influence on healthcare 
and medicine patients will have maximized benefit from it. 
However, in spite of its instinctive demand, XAI in patient 
level monitoring and diagnostic decision-making is not pro-
gressed up to the mark. While XAI provides better visu-
alization and interpretation, there is currently no normative 
validation to support its black-box prognostications without 
examination. XAI methods are currently seen as more of 
a methodological explanation model than an explainable 
healthcare model. (Ghassemi and Oakden-Rayner 2021).

In general, explainability gives better visualization and 
interpretation, but current XAI does not support any nor-
mative validation to allow their black-box prognostications 
without examination. The useful approach to rationalize the 
AI-based decision-making systems (Roy et al. 2018) must 
be detailed, cautious, meticulous safety and through multi-
ple validation efforts, instead of local clarifications from a 
complex AI method. Although, few of XAI is adaptive at 
assessment and authenticating in several kinds of black-box 
systems, as many drugs and device’s function, in effect, as 

Table 3  (continued)

Organ References Technique Modality Contribution

Breast Shen et al. (2021) CAM X-ray It proposes a globally aware multiple instance 
classifier (GMIC) that uses CAM to identify 
the most informative regions with local and 
global information

Wang et al. (2021d) Attention heat map X-ray It provides the triple-attention learning A3 Net 
model to diagnose 14 chest diseases

Brain Xie et al. (2020) CAM ultrasound The purpose of this research is to develop 
computer-aided diagnosis algorithms for five 
common fetal brain abnormalities, which 
may provide assistance to doctors for brain 
abnormalities detection in antenatal neuro 
sonographic assessment

Windisch et al. (2020) Grad-CAM MRI Making the decisions of a network more 
explainable helped to identify potential bias 
and choose appropriate training data

Gao et al. (2019) CAM MRI Brain regions with significant differences 
between men and women are found with 
the proposed method, which can be used for 
future brain imaging studies

Liao et al. (2020) Grad-CAM MRI an effective framework based on a deformable 
convolutional neural network for fetal brain 
age prediction
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Table 4  The diverse applications areas of XAI in MI (Singh et al. 2020)

Type Procedure DL method Area applied Imaging

Attribution Gradient, GBP, LRP, Occlu-
sion (Eitel and Ritter 2019)

3D CNN Alzheimer disease recogni-
tion

MRI (T2) of Brain

Integrated Gradient (Jogani 
et al. 2022)

2D CNN models Classify lung cancer histopathological images

Grad-CAM, GBP (Pereira 
et al. 2018)

Modified CNN Identifying Different grad of 
tumor

Brain MRI

Salient Region (Miwa et al. 
2023)

Deep learning model—CNNs To know and explain predic-
tors

Multimodal images—in syn-
thetic and real datasets

IG (Shrikumar et al. 2017) Inception-v4 DR grading Fundus images
Multiple gradient CAM 

(Zeineldin et al. 2022b)
3D CNN for automatic brain glioma 

grading
MRI-T1w, T2w, T1Gd, and 

FLAIR, from multiple 
source

EG (Yang et al. 2019) Modified CNN Target lesion segmentation Retinal OCT
Grad-CAM (Yamashita et al. 

2018)
Ensemble CNN model oxygen requirement forecast 

for COVID patients
chest radiograph

Smooth Grad and IG (Papa-
nastasopoulos et al. 2020)

ALexNet Estrogen receptor level MRI of breast

Modified SHAPLEY (Wang 
et al. 2021a)

Deep unfolding high-resolu-
tion Net

to achieve feature detection ultrasound images

SM (Lévy and Jain 2016) ALexNet categorization of breast mass MR T2 and T1
Grad-CAM, LIME, and 

SHAP(Bhandari et al. 
2022)

Light-weight CNN Explanatory categorization 
into 3 class

Chest X-ray images

Grad-CAM, SHAP (Young 
et al. 2019)

Inception Net Malignancy identification Skin images

Guided Grad-CAM (Xu et al. 
2021)

Residual Learning network Diagnosing Fungal Keratitis Microscopy images

Activation maps (Molle et al. 
2018)

Modified CNN Lesion identification and 
categorization

Dermatology images

Grad-CAM (Gozzi et al. 
2022)

Transfer Learning Detection multi-thorax 
anomaly

Chest X-ray

DeepDreams (Couteaux et al. 
2019)

Custom CNN Detection and segmentation 
of tumor

Liver CT images

LIME (Ribeiro et al. 2016) Semi-Supervised DL Detection of COVID-19 from 
chest

Radiograph

Guided BackProp, DeepLift 
(Jin et al. 2023)

Fully supervised DL Clinical decision-making 
system

Multi-modal images

Class activation mapping 
(CAM) (Kim et al. 2022)

Based on quantitative simi-
larity

Auto-labeling chest X-ray images

GSInquire, GBP, Activation 
(Wang and Wong 2020)

COVIDNet CNN COVID-19 detection X-ray images

Fine-grained textual explana-
tions (Ahmed et al. 2022)

Arbitrary Deep Learning 
(DL)

For computer-aided detection 
of skin lesions

Skin images

Attention Mapping images to report 
(Zhang et al. 2017)

CNN and LSTM Bladder cancer Tissue image

Occlusion based, and atten-
tion based (Hu et al. 2022)

Deep learning Interventional tools in 
response to COVID-19

X-ray and skin

Shape attention stream (Sun 
et al. 2020)

U-net Cardiac volume measurement MRI
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black boxes but the number is not too high (Patrício et al. 
2205). An explainable method must be capable of serve as 
a helpful tool for detailed analysis in addition to algorithmic 
inventory, on which the suitable audience and critic should 
not be the subject’s expert of AI, but rather the developers, 
auditors, and controllers from these associated systems. We 
have summarized the incorporation of XAI in academic, and 
clinical research settings, along with its benefits in Fig. 11.

Some other points to leverage XAI model to enable the 
understanding of precision diagnostics solutions (Giuste 
et al. 2022) such as outlook, critique, limitations, and future 
trends are described below.

7.1  Outlook

The future XAI tendencies in MIA will be more focused 
toward biological interpretation. Various investigators are 
predicting different biological significance from MI using 
DL network, but interesting biological explanation still 
uncovered yet (Velden et al. 2022a). Then, XAI will be 
very useful aid to the medical practitioners in distinguish-
ing unknown information from MIA. In recent study shows 
that the diagnosis of tuberculosis from plain radiograph had 
better precision when evaluating with a visual XAI model 
compared to without XAI (Rajpurkar et al. 2020; Samek 
and Müller 2019).

Table 4  (continued)

Type Procedure DL method Area applied Imaging

Concept vectors TCAV (Kim et al. 2017) Inception DR detection Fundus images

TCAV with RCV (Graziani 
et al. 2018)

ResNet101 Breast tumor identification Lymph node images

ExplAIn (Quellec et al. 2021) trained from end to end with 
image supervision only

Diabetic retinopathy diag-
nosis

Color Fundus Photography

UBS (Yeche et al. 2019) SqueezeNet Breast mass classification Mammography images

SHAP (SHapley Additive 
exPlanations) (Shibu et al. 
2023)

1-D CNN and LSTM Predict brain states Functional near-infrared 
spectroscopy

Expert knowledge Domain constraints (Pisov 
et al. 2019)

U-net Brain MLS estimation Brain MRI

Rule-based classification (Ge 
et al. 2023)

DenseNet-121 Severity of gastroesophageal 
reflux disease

Endoscopic images

Rule-based segmentation 
(Zhu and Ogino 2019)

VGG-16 Lung nodule detection Lung CT

Similar images GMM and atlas (Stano et al. 
2019)

3D CNN MRI classification 3D MNIST, Brain MRI

LIME (Abir et al. 2022) Transfer Learning Method Diagnosing and Anticipating 
Leukemia

Microscopic images

Triplet loss, kNN (Codella 
et al. 2018)

AlexNet with shared weights Melanoma detection Dermoscopy image

Monotonic constraints (Silva 
et al. 2018)

DNN with two streams Melanoma detection Dermoscopy image

Data

• Small sample cohort
• Poor sample collection 

strategy
• No generalizable

• Imputation of missing data
• Artifact and quality control 

• Inefficient feature selection
• Unknown source 
• Unorganized data

• Transfer learning
• Multi-modal integration
• Proper features selection

Without XAI

Without XAI

Data cleaning and 
processing

Features extraction 
and selection XAI

• Trust and 
understanding issue

• Not change to user 
actions

• Trustable and 
understandable

• Human feedback
• Less prone to error

Decision

Low

High

Impact

Fig. 11  The insights and common issues of XAI in industry-academia research (Giuste et al. 2022)
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7.2  Critique on XAI

Sometimes, only a technical explanation does not deliver 
sufficient information to unbox the black box in medical 
images. For example, it is difficult to distinguish between a 
saliency map with the highest and lowest probability class, 
as they look very close (Velden et al. 2022a). Therefore, the 
use of interpretable method is more suitable than the use 
of XAI (Rudin 2019). Several other critical aspects like the 
robustness, and interpretability with respect to the healthcare 
need to be more focused during the implementation. The 
XAI must explain the 100% truth about the model, otherwise 
it will not be very effective model.

7.3  Challenges and limitations of revolutionizing 
healthcare industry

The XAI model predominantly focused on the explainability 
of either each layer of the Deep CNN, and/or visualization 
of object of interest and/or set of features that contributes to 
the models. But does not explore enough on the reason of 
the outcome or to solve the needs of healthcare profession-
als. For example, identification and reason of triple nega-
tive breast cancer from radiological imaging is very much 
needed using any AI-based method. The complete path 
of diagnostics from radiological images is still missing in 
XAI (Velden et al. 2022a). Revolutionizing the healthcare 
industry is a complex endeavor with various challenges and 
limitations. While advancements in technology and medical 
research have developed significantly, still there are several 
limitations that must be overcome. Here are some of the key 
challenges and considerations (Kraus et al. 2021):

1. Regulatory intervention: Healthcare is heavily regu-
lated in most countries to ensure patient safety and data 
security. Navigating the regulatory landscape, obtaining 
approvals, and complying with changing regulations can 
be time consuming and costly.

2. Data privacy and security: The healthcare industry deals 
with sensitive patient data, making privacy and security 
paramount. Ensuring the protection of electronic health 
records (EHRs) and other medical data is an ongoing 
challenge, especially with the rise of cyber threats.

3. Interoperability: Many healthcare systems use different 
software and standards, making it difficult for differ-
ent systems to communicate and share data seamlessly. 
Achieving interoperability is essential for providing 
comprehensive patient care.

4. Resistance to change: Healthcare professionals and insti-
tutions may resist adopting new technologies or chang-
ing established practices. Overcoming this resistance 
and ensuring that healthcare workers are trained to use 
new tools and systems is crucial.

5. Ethical concerns: Advancements in healthcare, such as 
gene editing and AI diagnostics, raise ethical questions 
about who should have access to certain technologies 
and how they should be used.

6. Patient engagement and education: Educating patients 
about new healthcare options and engaging them in their 
own care can be challenging. Many patients may not 
have the knowledge or resources to make informed deci-
sions about their health.

The road ahead in revolutionizing the healthcare indus-
try involves addressing these challenges while leveraging 
emerging technologies and innovative approaches. Some of 
the key strategies include:

1. Collaboration: Encouraging collaboration between 
healthcare providers, researchers, technology compa-
nies, and policymakers can help overcome many of the 
challenges mentioned above.

2. Healthcare telemedicine and remote monitoring: Giving 
patients access to their health information enables them 
to take charge of their health. Expanding telemedicine 
and remote monitoring capabilities can improve access 
to care, especially in remote areas.

3. Education and training: Providing ongoing education 
and training for healthcare professionals is essential 
for ensuring they are prepared to use new technologies 
effectively.

4. Healthcare policy reform: Policymakers must work to 
create a regulatory environment that supports innovation 
while ensuring patient safety and data security.

Revolutionizing the healthcare industry is a long-term 
endeavor that requires a multidisciplinary approach and a 
commitment to addressing the challenges that arise along the 
way. It’s an ongoing process that should prioritize improving 
patient outcomes, reducing costs, and increasing access to 
high-quality care.

7.4  Future trends in localization

The image segmentation can be extremely explainable. In 
the present scenario, isolating regions and identification 
of multi-thorax disease from chest X-ray (Kabiraj et al. 
2022; Chakraborty et al. 2023; Pal et al. 2023) images. One 
example of XAI technique used in segmentation to improve 
COVID-19 identification. The XAI framework was trained 
to recognize ground glass region on the smallest pixel level 
(Giuste et al. 2022). However, the output produced in seg-
mentation does not produce any insight and clarity on why 
the model made the outcomes it did.
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8  Summary and conclusion

This study reviewed 113 research articles where explainabil-
ity in MIA through the use of AI and categorized to anatomi-
cal behavior and technique. In this paper, we studied XAI 
methods that enhanced its domain adoption based on les-
sons understood from medical images (MI) and also future 
trends are given with definite insights. This paper reviewed 
how to assess XAI, current criticisms on XAI, and future 
viewpoints for XAI in MIA using DL. In XAI, the clinicians, 
data scientists, and healthcare consultants can take advan-
tages by the model clarity, and from explanation empowered 
by XAI to unbox the black-box decision-making systems. 
This also improves the credibility and responsibility of AI-
based method and encourage their acceptance in the clinical 
healthcare workflow.

The use of explanations beyond visualization is one of the 
current challenging tasks. Current XAI permit us to increase 
understandings into operation. But these current studies are 
still restricted in various circumstances. The visualization 
using heatmap is a first order information which shows the 
important features for estimate, but relationship among those 
features is still not clear or not focused yet. In many medical 
applications, such relationship can solve many tasks specific 
problem or cause of the disease. The low level of abstraction 
of XAI is another limitation. The AI scientists must need to 
interpret the XAI to understand actions of models to make it 
sense for medical practitioners. Thus, the meta interpretation/
explainable is needed that accumulate evidence from low level 
model’s behavior and increase the human understandable level. 
The creation of more innovative meta-XAI is a worthwhile 
topic of research for future. However, the optimization of XAI 
for medical decision-making and diagnostics use is still a chal-
lenge that needs more advance level research. Finally, the use 
of XAI beyond visualization with reduced model performance 
is a challenge.
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